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The scattered waves from $O$ and $P$ will travel different distances

In the far field, the phase difference is $\phi \approx \vec{Q} \cdot \vec{r}$ with $\vec{Q}=\vec{k}^{\prime}-\vec{k}$ Since $\vec{k} \perp \vec{r}, \phi \approx \vec{Q} \cdot \vec{r}=\overrightarrow{k^{\prime}} \cdot \vec{r}$

The path length difference corresponding to this phase shift is $\hat{k}^{\prime} \cdot r=\overline{O F^{\prime}}$
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\begin{aligned}
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If $\lambda=1 \AA$ and the distance to be resolved is $a=1 \AA$, then $a^{2} / \lambda=1 \AA$ and any detector placement is in the Fraunhofer (far field) regime
if $a=\mu \mathrm{m}$, then $a^{2} / \lambda=10 \mathrm{~mm}$ and the imaging regime can be selected by detector placement
if $a=1 \mathrm{~mm}$, then $a^{2} / \lambda=10 \mathrm{~km}$ and the detector will always be in the contact regime

## Contact to far-field imaging
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Assume the object to be imaged has a non uniform absorption coefficient $\mu(x, y)$ The line integral of the absorption coefficient at a par-


$$
\begin{aligned}
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\end{aligned}
$$

$$
\begin{aligned}
I & =I_{0} e^{-\int \mu(x, y) d y^{\prime}} \\
\ln \left(\frac{I_{0}}{I}\right) & =\int \mu(x, y) d y^{\prime}
\end{aligned}
$$ transmitted to the incident beam

The radon transform $R\left(\theta, x^{\prime}\right)$ is used to reconstruct the 3D absorption image of the object numerically.

## Fourier slice theorem

Start with a general function $f(x, y)$ which is projected onto the $x$-axis

## Fourier slice theorem

Start with a general function $f(x, y)$ which is projected onto the

$$
p(x)=\int f(x, y) d y
$$ $x$-axis

## Fourier slice theorem

Start with a general function
$f(x, y)$ which is projected onto the
$x$-axis
the Fourier transform of the projec-
tion is

## Fourier slice theorem

Start with a general function $f(x, y)$ which is projected onto the $x$-axis
the Fourier transform of the projection is

$$
p(x)=\int f(x, y) d y
$$

$$
P\left(q_{x}\right)=\int p(x) e^{i q_{x} x} d x
$$

## Fourier slice theorem

Start with a general function $f(x, y)$ which is projected onto the $x$-axis
the Fourier transform of the projection is

$$
p(x)=\int f(x, y) d y
$$

$$
P\left(q_{x}\right)=\int p(x) e^{i q_{x} x} d x
$$

What is the relationship of the Fourier transform, $P\left(q_{x}\right)$, to the original function, $f(x, y)$ ?

## Fourier slice theorem

Start with a general function $f(x, y)$ which is projected onto the $x$-axis
the Fourier transform of the projection is

$$
p(x)=\int f(x, y) d y
$$

$$
P\left(q_{x}\right)=\int p(x) e^{i q_{x} x} d x
$$

What is the relationship of the Fourier transform, $P\left(q_{x}\right)$, to the original function, $f(x, y)$ ? The Fourier transform of $f(x, y)$ is $F\left(q_{x}, q_{y}\right)$

## Fourier slice theorem

Start with a general function $f(x, y)$ which is projected onto the $x$-axis
the Fourier transform of the projection is

$$
p(x)=\int f(x, y) d y
$$

$$
P\left(q_{x}\right)=\int p(x) e^{i q_{x} x} d x
$$

What is the relationship of the Fourier transform, $P\left(q_{x}\right)$, to the original function, $f(x, y)$ ? The Fourier transform of $f(x, y)$ is $F\left(q_{x}, q_{y}\right)$

$$
F\left(q_{x}, q_{y}\right)=\iint f(x, y) e^{i q_{x} x+q_{y} y} d x d y
$$

## Fourier slice theorem

Start with a general function $f(x, y)$ which is projected onto the $x$-axis
the Fourier transform of the projection is

$$
p(x)=\int f(x, y) d y
$$

$$
P\left(q_{x}\right)=\int p(x) e^{i q_{x} x} d x
$$

What is the relationship of the Fourier transform, $P\left(q_{x}\right)$, to the original function, $f(x, y)$ ? The Fourier transform of $f(x, y)$ is $F\left(q_{x}, q_{y}\right)$ and by choosing $q_{y} \equiv 0$, we get a slice

$$
F\left(q_{x}, q_{y}\right)=\iint f(x, y) e^{i q_{x} x+q_{y} y} d x d y
$$

## Fourier slice theorem

Start with a general function $f(x, y)$ which is projected onto the $x$-axis
the Fourier transform of the projection is

$$
p(x)=\int f(x, y) d y
$$

$$
P\left(q_{x}\right)=\int p(x) e^{i q_{x} x} d x
$$

What is the relationship of the Fourier transform, $P\left(q_{x}\right)$, to the original function, $f(x, y)$ ? The Fourier transform of $f(x, y)$ is $F\left(q_{x}, q_{y}\right)$ and by choosing $q_{y} \equiv 0$, we get a slice

$$
\begin{aligned}
F\left(q_{x}, q_{y}\right) & =\iint f(x, y) e^{i q_{x} x+q_{y} y} d x d y \\
F\left(q_{x}, q_{y}=0\right) & =\int\left[\int f(x, y) d y\right] e^{i q_{x} x} d x
\end{aligned}
$$

## Fourier slice theorem

Start with a general function $f(x, y)$ which is projected onto the $x$-axis
the Fourier transform of the projection is

$$
p(x)=\int f(x, y) d y
$$

$$
P\left(q_{x}\right)=\int p(x) e^{i q_{x} x} d x
$$

What is the relationship of the Fourier transform, $P\left(q_{x}\right)$, to the original function, $f(x, y)$ ? The Fourier transform of $f(x, y)$ is $F\left(q_{x}, q_{y}\right)$ and by choosing $q_{y} \equiv 0$, we get a slice

$$
\begin{aligned}
F\left(q_{x}, q_{y}\right) & =\iint f(x, y) e^{i q_{x} x+q_{y} y} d x d y \\
F\left(q_{x}, q_{y}=0\right) & =\int\left[\int f(x, y) d y\right] e^{i q_{x} x} d x=\int p(x) e^{i q_{x} x} d x
\end{aligned}
$$

## Fourier slice theorem

Start with a general function $f(x, y)$ which is projected onto the $x$-axis
the Fourier transform of the projection is

$$
p(x)=\int f(x, y) d y
$$

$$
P\left(q_{x}\right)=\int p(x) e^{i q_{x} x} d x
$$

What is the relationship of the Fourier transform, $P\left(q_{x}\right)$, to the original function, $f(x, y)$ ? The Fourier transform of $f(x, y)$ is $F\left(q_{x}, q_{y}\right)$ and by choosing $q_{y} \equiv 0$, we get a slice

$$
\begin{aligned}
F\left(q_{x}, q_{y}\right) & =\iint f(x, y) e^{i q_{x} x+q_{y} y} d x d y \\
F\left(q_{x}, q_{y}=0\right) & =\int\left[\int f(x, y) d y\right] e^{i q_{x} x} d x=\int p(x) e^{i q_{x} x} d x=P\left(q_{x}\right)
\end{aligned}
$$
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Start with a general function $f(x, y)$ which is projected onto the $x$-axis
the Fourier transform of the projection is

$$
\begin{gathered}
p(x)=\int f(x, y) d y \\
P\left(q_{x}\right)=\int p(x) e^{i q_{x} x} d x
\end{gathered}
$$

What is the relationship of the Fourier transform, $P\left(q_{x}\right)$, to the original function, $f(x, y)$ ? The Fourier transform of $f(x, y)$ is $F\left(q_{x}, q_{y}\right)$ and by choosing $q_{y} \equiv 0$, we get a slice

$$
\begin{aligned}
F\left(q_{x}, q_{y}\right) & =\iint f(x, y) e^{i q_{x} x+q_{y} y} d x d y \\
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The Fourier transform of the projection is equal to a slice through the Fourier transform of the object at the origin in the direction of propagation
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## Microscopy

The radius of the $m^{t h}$ zone is $r_{m} \approx \sqrt{m \lambda f}$
the width of the outermost zone is

$$
\begin{aligned}
\Delta r_{M} & =\sqrt{\lambda f}(\sqrt{M}-\sqrt{M-1}) \\
& \approx \frac{\sqrt{\lambda f}}{2 \sqrt{M}} \\
f & =4 M \frac{\left(\Delta r_{M}\right)^{2}}{\lambda} \\
D & =2 r_{M}=2 \sqrt{M \lambda f} \\
& =2 \sqrt{M} \sqrt{\lambda f}=4 M \Delta r_{M} \\
\Delta x & =1.22 \frac{\lambda f}{D}=1.22 \Delta r_{M}
\end{aligned}
$$

## Scanning transmission x-ray microscope

## Zone Plate

Lens


## Sample

Translations $\downarrow$

## Full field microscope



## Transmission x-ray microscope
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When x-rays cross an interface that is not normal to their direction, there is refraction

The angle of refraction $\alpha$ can be calculated

$$
\begin{aligned}
\lambda_{n} & =\frac{\lambda}{n}=\frac{\lambda}{1-\delta} \\
& \approx \lambda(1+\delta) \\
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\begin{gathered}
\alpha=\frac{\lambda(1+\delta(x+\Delta x))-\lambda(1+\delta(x))}{\Delta x}=\frac{\lambda \Delta x \frac{\partial \delta(x)}{\partial x}}{\Delta x} \\
\delta(x+\Delta x) \approx \delta(x)+\Delta x \frac{\partial \delta(x)}{\partial x} \\
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\hat{n}=\frac{\vec{k}^{\prime}}{k^{\prime}}=\frac{\lambda}{2 \pi} \nabla \phi(\vec{r})
$$

Thus the angular deviation, in each of the $x$ and $y$ directions in the plane perpendicular to the original propagation direction becomes

$$
\begin{aligned}
& \alpha_{x}=\frac{\lambda}{2 \pi} \frac{\partial \phi(x, y)}{\partial x} \\
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$$

## Phase shift from angular deviation

This deviation of the x-ray beam, leads to a phase shift $\phi(\vec{r})=\vec{k}^{\prime} \cdot \vec{r}$ at a specific position along the original propagation direction $z$

$$
\begin{aligned}
\hat{n} & =\frac{\vec{k}^{\prime}}{k^{\prime}}=\frac{\lambda}{2 \pi} \nabla \phi(\vec{r}) \\
\alpha_{x} & =\frac{\lambda}{2 \pi} \frac{\partial \phi(x, y)}{\partial x} \\
\alpha_{y} & =\frac{\lambda}{2 \pi} \frac{\partial \phi(x, y)}{\partial y}
\end{aligned}
$$

Thus the angular deviation, in each of the $x$ and $y$ directions in the plane perpendicular to the original propagation direction becomes
By measuring the angular deviation as a function of position in a sample, one can reconstruct the phase shift $\phi(x, y)$ due to the sample by integration.
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